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Project Scope

High-speed large file transfer over Internet
• Large = Terabyte-scale data transfers

Use Cases
• Data-intensive science: healthcare, physics, big data, etc.
• Remote processing, data needs to be transmitted beforehand
• Remote backup



• FTP over TCP/IP
• TCP suffers from degraded performance with high 

latency and random losses
• Poor multipath support

• Open many TCP streams and hope and pray
• Multipath TCP in the future

• Poor utilisation of available capacity
• Science DMZ

• Designated data transfer infrastructure, in front of 
enterprise firewall

• Simple packet filter, whitelist source IPs

Traditional Approaches



How can SCION Speed up File Transfer?

• Clean multipath communication
• Multiple disjoint paths
• Utilize local backup links
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• Simplified congestion control & low loss thanks to COLIBRI 
quality-of-service system

• LightningFilter: packet filter for Science DMZ with strong 
cryptographic packet authentication



Hercules

• SCION/UDP packet blasting + retransmits
• “Reliable Blast UDP”[1]

• Range ACKs at fixed frequency
• Performance-oriented congestion control [2]

• Link empirical performance to actions taken

[1] "Reliable Blast UDP : Predictable High Performance Bulk Data Transfer", Eric He, Jason Leigh, Oliver Yu and Thomas A. 
DeFanti, Proceedings of IEEE Cluster Computing, Chicago, Illinois, September, 2002
[2] “PCC: Re-architecting Congestion Control for Consistent High Performance”, Mo Dong, Qingxi Li, Doron Zarchy, P. Brighten 
Godfrey, and Michael Schapira, 12th USENIX Symposium on Networked Systems Design and Implementation (NSDI 15)

sender receiver

http://www.evl.uic.edu/cavern/papers/cluster2002.pdf
https://arxiv.org/pdf/1409.7092v3.pdf


Hercules

AF_XDP[3] for high performance SCION/UDP
• Published in December 2018

available in Linux >= 4.18
zero-copy mode in Linux >= 5.1

• Bypass Linux networking stack for send/receive
• Bypass SCION dispatcher

[3]  “Accelerating  networking  with  AF_XDP”,  Jonathan Corbet, LWN.net, 2018

PMD for AF_XDP: Zhang Qi, Li Xiaoyun

https://lwn.net/Articles/750845/


Demo

• Transfer file between two SCION 
hosts in same AS

• Directly connected, 40GbE
• Not the target use case, but high-

performance SCION links are 
being established



Demo

[Demo]



Demo Summary

• Hercules achieves ~30Gbps transfer rate
• Disk I/O not included, much slower on demo host

• Comparison
• iperf3 with TCP achieves ~20Gbps (one thread)
• iperf3 with UDP, ~4Gbps
• FTP achieves ~8Gbps




